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Before LLMs

Before Pre-trained Language Models

Doc2Vec dereived from Word2Vec23

Stanford Sentiment Treebank dataset. : 8544 sentences for training.

2Quoc V Le and Tomas Mikolov. “Distributed Representations of Sentences and Documents.”. In: ICML. vol. 14. 2014,
pp. 1188–1196.

3Andrew M Dai, Christopher Olah, and Quoc V Le. “Document embedding with paragraph vectors”. In: arXiv preprint
arXiv:1507.07998 (2015).
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Before LLMs

Before Pre-trained Language Models

10,000 IMDB data. Learn the word vectors and paragraph vectors using 75,000 training
documents

The baseline includes NB and bigram NB
Trained on small data
LLMs use entire wiki or entire web.
Are LLMs better if training data size are similar?
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Before LLMs

doc2ve

Two versions paragraph vectors (PV)
PV-DM (Distributed Memory)

analogous to Word2Vec CBOW.
The doc-vectors are obtained by training a neural network on the synthetic task of predicting a center
word based an average of both context word-vectors and the full document’s doc-vector.

PV-DBOW (Distributed Bag of Words)
analogous to Word2Vec SG.
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Before LLMs

from gensim . models . doc2vec import Doc2Vec , TaggedDocument
from n l t k . token i ze import word_tokenize

data = [ ” I l ove machine l e a r n i n g . I t s awesome . ” ,
” I l ove coding in python” ,
” I l ove b u i l d i n g chatbots ” ,
” they chat amagingly we l l ” ]

tagged_data = [ TaggedDocument( words=word_tokenize (_d . lower () ) , tags=[ s t r ( i ) ] ) f o r
i , _d in enumerate ( data ) ]

max_epochs = 100
vec_s ize = 20
alpha = 0.025

model = Doc2Vec( s i z e=vec_size ,
a lpha=alpha ,
min_alpha =0.00025 ,
min_count=1,
dm =1)

model . bui ld_vocab ( tagged_data )
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Before LLMs

doc2ve

f o r epoch in range (max_epochs ) :
p r i n t ( ’ i t e r a t i o n {0} ’ . format ( epoch ) )
model . t r a i n ( tagged_data ,

tota l_examples=model . corpus_count ,
epochs=model . i t e r )

# decrease the l e a r n i n g ra te
model . a lpha −= 0.0002
# f i x the l e a r n i n g rate , no decay
model . min_alpha = model . a lpha

model . save ( ”d2v . model” )
p r i n t ( ”Model Saved” )
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LLM and Pooling strategies

BERT and Pooling

Figure is from4. red color indicates better result
There are several pooling strategies, e.g., [CLS], last layer.
The consensus is L1+L12 for BERT

Question: How about LLAMA and other LLMs?
Is it true for classification tasks?

4Junjie Huang et al. “Whiteningbert: An easy unsupervised sentence embedding approach”. In: arXiv preprint arXiv:2104.01767
(2021).
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LLMs and Biases

Frequency bias

2D embedding from BERT-base-uncased, BERT-based-cased, ROBERTA-base

Figure is from5. the darker the color, the higher the token frequency.
Observation: rare words and frequent words are hard to compare

5Ting Jiang et al. “Promptbert: Improving bert sentence embeddings with prompts”. In: arXiv preprint arXiv:2201.04337
(2022).
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LLMs and Biases

sub-word bias

yellow represents subword and red represents the token contains capital letters.
subwords and words with capital letters are different
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LLMs and Biases

Anisotropy

the learned embeddings occupy a narrow cone in the vector space
the average of cos similarity is large

Anisotropy =
1

n(n − 1)

n∑
i=1

∑
i̸=j

cos(xi, xj) (1)

From6

Density plots of cosine similarities between sentence pairs in the STS-B test set. higher ratings
indicate a higher degree of similarity.

6Xianming Li and Jing Li. AnglE-optimized Text Embeddings. 2023. arXiv: 2309.12871 [cs.CL].
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One method to tackle the bias: Whitening

Whitening Matrix Transformation

transforms a vector of random variables with a known covariance matrix into a set of new
variables whose covariance is the identity matrix.
Let xi be a set of vector representations. The goal is to transform xi into x̃i so that the mean
is zero and covariance is identity matrix
Mean

µ =
1
N

N∑
i=1

xi (2)

Covariance matrix:

Σ =
1
N

N∑
i=1

(xi − µ)⊤(xi − µ) (3)

The transformation is done by:

x̃i = (xi − µ)W (4)
Where W is obtained from SVD:

W = U
√

Λ−1 (5)
Σ = UΛU⊤ (6)
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One method to tackle the bias: Whitening

Whitening Algorithm78

x̃i = (xi − µ)W (7)

7Jianlin Su et al. “Whitening sentence representations for better semantics and faster retrieval”. In: arXiv preprint
arXiv:2103.15316 (2021).

8Junjie Huang et al. “Whiteningbert: An easy unsupervised sentence embedding approach”. In: arXiv preprint arXiv:2104.01767
(2021).
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One method to tackle the bias: Whitening

Code and result

def compute_kernel_bias(vecs):
mu = vecs.mean(axis=0, keepdims=True)
cov = np.cov(vecs.T)
u, s, vh = np.linalg.svd(cov)
W = np.dot(u, np.diag(1 / np.sqrt(s)))
return W, -mu
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One method to tackle the bias: Whitening

Impact of dimensions

Figure from9

9Jianlin Su et al. “Whitening sentence representations for better semantics and faster retrieval”. In: arXiv preprint
arXiv:2103.15316 (2021).
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One method to tackle the bias: Whitening

Hyper-parameters in whitening

normally, whitening is

x̃i =(xi − µ)UΛ−1/2 (8)
(9)

We can add two parameters β and γ:

x̃i = (xi − βµ)UΛ−γ/2 (10)

Where

µ =
1
N

N∑
i=1

xi (11)

Σ =
1
N

N∑
i=1

(xi − βµ)⊤(xi − βµ) (12)

=UΛU⊤ (13)
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One method to tackle the bias: Whitening

Embedding for classification tasks

Recent papers are evaluated on STS tasks
SBERT has evaluation on classification tasks
Observation : improvements are are not as pronouced as in STS tasks
Whether new methods work on classification tasks?
Whether LLM embeddings are better than NB + feature selection?

From10

10Nils Reimers and Iryna Gurevych. “Sentence-bert: Sentence embeddings using siamese bert-networks”. In: arXiv preprint
arXiv:1908.10084 (2019).
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One method to tackle the bias: Whitening

Classification data from SentEval

MR: Sentiment prediction for movie reviews snippets on a five start scale (Pang and Lee,
2005).
CR: Sentiment prediction of customer product reviews (Hu and Liu, 2004).
SUBJ: Subjectivity prediction of sentences from movie reviews and plot summaries (Pang and
Lee, 2004).
MPQA: Phrase level opinion polarity classification from newswire (Wiebe et al., 2005).
SST: Stanford Sentiment Treebank with binary labels (Socher et al., 2013).
TREC: Fine grained question-type classification from TREC (Li and Roth, 2002).
MRPC: Microsoft Research Paraphrase Corpus from parallel news sources (Dolan et al., 2004)
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One method to tackle the bias: Whitening

Ablation Study

Definition: Systematically evaluate the contribution or importance of different parts of a
system, typically by removing or altering them one at a time and observing the resulting
effects.
Used often in ML
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One method to tackle the bias: Whitening
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One method to tackle the bias: Whitening

Embedded citation (Citation ’Embedding’)
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